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Abstract

We consider estimation of quantiles when data are generated from ranked set sampling. A new estimator is proposed and is shown to have a smaller asymptotic variance for all distributions. It is also shown that the optimal sampling strategy is to select observations with one fixed rank from different ranked sets. Both the optimal rank and the relative efficiency gain with respect to simple random sampling are distribution-free and depend on the set size and the given probability only. In the case of median estimation, it is analytically shown that the optimal design is to select the median from each ranked set.
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1 Introduction

Rank set sampling (RSS) was first proposed by McIntyre (1952) for estimating the mean pasture yields. Since then there has been substantial progress in studying this sampling scheme and statistical inference from RSS data. We now briefly introduce the concept of RSS for completeness.

Suppose $X$ is a random variable with a density function $f(x)$. If $(X_1, X_2, \ldots, X_k)$ are the unobserved values from $k$ units, we may rank them by visual inspection or based on a concomitant variable. Ranked set sampling (RSS) involves selecting one unit among every ranked set consisting of $k$ units for quantification, with the other $k - 1$ units not being investigated further. One may select the unit with rank 1 from the first set, and rank 2 from the second set, and so on. The first cycle is completed when the unit with rank
$k$ is selected from the $k$-th set. Of course, the selected rank order can be any permutation of $1, 2, \ldots k$. Each cycle involves $k^2$ units and among which only $k$ units will be selected for quantification. This cycle can be repeated for a certain number of times. This sampling scheme has a balanced nature in the sense that equal number of observations will be obtained from each rank. An important property is that the sample mean is an unbiased estimator of the population mean regardless of whether ranking is perfect or not (Dell and Clutter, 1972). It can be easily shown that the sample mean using RSS has a smaller variance than the sample mean using the traditional simple random sampling (SRS) when the number of observations are the same. Clearly, RSS may be considered only when taking measurements on units are difficult or costly while ranking a set of the units is easy.

Many contributions have been made towards nonparametric inference from RSS data (see, for example, Öztürk, 1999; Bohn and Wolfe, 1992; Hettmansperger, 1995). Stokes and Sager (1988) first considered estimation of distribution function from balanced RSS data. This work was generalized nicely by Kvam and Samaniego (1994). In some cases, an unbalanced RSS design may further improve statistical efficiency. For example, for one sample sign tests, the Pitman efficiency can achieve its maximum when selecting the medians from each ranked set (Öztürk, 1999; Wang and Zhu, 2005). Regression estimators from RSS data have also been investigated (Yu and Lam, 1997; Barnett and Moore, 1997; Chen and Wang, 2004). Wang et al. (2004) also considered optimal designs for general ranked set sampling when more than one unit can be selected from each ranked set.

Chen (2000) first considered quantile estimation from balanced RSS data and found that the RSS method can substantially improve the efficiency of the quantile estimators. This can be regarded as a generalization to Hettmansperger (1995) who considered sign tests. In a follow-up paper, Chen (2001) further generalized his results to unbalanced designs in which the proportion of observations associated with rank $r$, $q_r$, can be any value satisfying $0 \leq q_r \leq 1$ and $\sum_{r=1}^{k} q_r = 1$. The quantile estimator considered by Chen (2000, 2001) is based on the empirical distribution of the pooled RSS data as in Stokes and Sager (1988) who considered the balanced cases.

In this paper, we will consider quantile estimation when ranking is perfect. We will first propose a new quantile estimator which is motivated by the fact that the observations from RSS are not identically distributed. In other words, observations selected by different ranks should contribute differently because they follow different distributions. It is proven analytically that the new estimator has a smaller asymptotic variance in general including the balanced design. We then consider how to select the allocation sequence
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(q_j) to minimize the asymptotic variance. It is shown that the optimal design can rely on selecting observations with one fixed rank. In particular, for median estimation, we prove analytically that the optimal design is to select the median from each ranked set. We also discussed briefly how one may construct an analogous estimator for distribution functions.

2 Quantile Estimation

Suppose the cumulative distribution of the population is \( F(x) \) and we wish to estimate the \( p \)th quantile, \( \xi_p = \inf\{x : F(x) \geq p\} \). For convenience, we denote the Beta density function \( u^{a-1}(1-u)^{b-1}/B(a, b) \) as \( g(x; a, b) \), and the cumulative distribution function as \( G(x; a, b) \), where \( 0 \leq x \leq 1 \) and \( B(a, b) = \int_0^1 u^{a-1}(1-u)^{b-1} du \).

We assume that the number of observations associated with rank \( j \) is \( n_j \), and the data consist of independent observations \( (x_{[j]}^i) \), where \( 1 \leq j \leq k \) and \( 1 \leq i \leq n_j \). The balanced design is a special case when \( n_j = n \) for all \( j = 1, 2, ..., k \). The selective designs are also special cases here. Let \( N = \sum_{j=1}^k n_j \), the total number of observations and \( q_j = \lim_{N \to \infty} n_j/N \), the asymptotic proportion of observations with rank \( j \). To simplify the algebra, we will assume \( q_j = n_j/N \) and denote the vector \((q_j)\) as \( q \). Here we assume that the proportion vector \( \mathbf{q} \) is independent of the observations. We first consider the case when \( \mathbf{q} \) is known and data are already collected. Later on we will consider how to choose \( q \) to minimize the variance of the estimator.

For each \( j \), \( x_{[j,1]}, x_{[j,2]}, ..., \) are independent realizations of \( j \)th order statistic that has the density function \( f_{[j]}(x) = g(F(x); j, k + 1 - j)f(x) \). The cumulative distribution function is

\[
F_{[j]}(x) = G(F(x); j, k + 1 - j),
\]

which implies

\[
F_{[j]}(\xi_p) = G(p; j, k - j + 1). \tag{2.2}
\]

Therefore, \( \xi_p \) can be estimated by the quantile of \( F_{[j]} \) corresponding to the probability of \( G(p; j, k - j + 1) \), which is a known constant for any given \( p \).

Hettmansperger (1995) also applied this relationship in the context of sign tests. Let \( \hat{F}_{[j]}(x) \) be the empirical distribution for \( F_{[j]}(x) \) using observations with rank \( j \) only. For each \( j \), when \( q_j > 0 \), we can obtain an estimator for \( \xi_p \) based on the observations with rank \( j \)

\[
\hat{\xi}_{[j]} = \inf\{x : \hat{F}_{[j]}(x) \geq G(p; j, k + 1 - j)\}.
\]
For convenience, we will denote \( G(p; j, k+1-j) \) as \( G_j \) and \( g(p; j, k+1-j) \) as \( g_j \) when there is no confusion. From Chen (2001), we know that, each \( \hat{\xi}_{[j]} \) is a consistent estimator for \( \xi_p \) and has asymptotic variance \( w_j^{-1} \), where \( w_j = n_j g_j^2 / \{G_j(1 - G_j)\} \). Note that even in the balanced case, i.e. \( n_j = n \), \( w_j \) is not a constant. A reasonable way is to combine them and obtain a weighted estimator for \( \xi_p \),

\[
\hat{\xi}_W = \left( \sum_{j=1}^{k} w_j \right)^{-1} \left( \sum_{j=1}^{k} w_j \hat{\xi}_{[j]} \right),
\]

where \( w_j \) is the inverse of the asymptotic variance of \( \hat{\xi}_{[j]} \). The asymptotic variance of \( \sqrt{N} \hat{\xi}_W \) is

\[
V_W = \left\{ \sum_{j=1}^{k} q_j f_{[j]}^2(\xi_p) / G_j(1-G_j) \right\}^{-1} - \frac{1}{\sum_{j=1}^{k} q_j f_{[j]}^2(\xi_p)}.
\]

Chen (2001) suggested to consider the mixture distribution \( F_q = \sum_{j=1}^{k} q_j F_{[j]}(x) \) of order statistics. This is appropriate when we ignore the rank information associated with each observation or when their ranks are not known. The empirical distribution of \( F_q(x) \) is \( \sum_{j=1}^{k} q_j \hat{F}_{[j]}(x) \). However, we are interested in estimating \( \xi_p \), the \( p \)th quantile of \( F_q(x) \), instead of \( F_{[j]}(x) \) or \( F_q(x) \). This quantile \( \xi_p \) for \( F_q() \) corresponds to the cumulative probability of

\[
F_q(\xi_p) = \sum_{j=1}^{k} q_j G(p; j, k+1-j),
\]
a known constant. This implies that \( \xi_p \) is the \( s \)th quantile of \( F_q(x) \), where \( s = \sum_{j=1}^{k} q_j G(p; j, k+1-j) \). This leads to the following estimator for \( \xi_p \),

\[
\hat{\xi}_C = \inf \{ x : \hat{F}_q(x) \geq \sum_{j=1}^{k} q_j G(p; j, k+1-j) \}.
\]

The asymptotic variance of \( \sqrt{N} \hat{\xi}_C \) is

\[
V_C = \frac{\sum_{j=1}^{k} q_j G(p; j, k+1-j) \{1 - G(p; j, k+1-j)\}}{\left\{ \sum_{j=1}^{k} q_j f_{[j]}(\xi_p) \right\}^2}.
\]

The following results (2.5), (2.6) and (2.7) can be easily obtained following Theorem 1 and 2 in Chen (2001).
Theorem 1. Under the assumption that \( f(x) \) is positive and continuous at \( \xi_p \), we have

\[
|\hat{\xi}_W - \xi_p| \leq \max_{1 \leq j \leq k} \frac{2(\log n_j)^2}{n_j^{1/2} f_{[j]}(\xi_p)} \text{ with probability } 1, \tag{2.5}
\]

\[
\hat{\xi}_W - \xi_p = \frac{\sum_j q_j g_j \{G_j - \hat{F}_{[j]}(\xi_p)\}}{f(\xi_p) \sum_j q_j g_j^2 / \{G_j(1 - G_j)\}} + O \left( N^{-3/4} (\log N)^{3/4} \right) \tag{2.6}
\]

and

\[
\sqrt{N}(\hat{\xi}_W - \xi_p) \rightarrow N(0, V_W) \text{ in distribution.} \tag{2.7}
\]

The estimator \( \hat{\xi}_C \) is based on a mixture distribution of order statistics. This is reasonable if we do not know which rank group of each observation is associated. However, for each observation, we do know the associated rank. Therefore, it should be statistically more efficient to make use of this information, i.e. we should regard each observation is generated from \( f_{[j]}(x) \) where \( j \) is its associated rank instead of \( f_q(x) \). This motivates the new estimator, \( \hat{\xi}_W \). According to the Cauchy-Schwarz inequality, we can easily show that \( V_W^{-1} \geq V_C^{-1} \), and hence we have \( V_W \leq V_C \). This shows that the new estimator always has a smaller variance.

The case of balanced design is of special interest. The balanced case is also considered by Stokes and Sager (1988) for estimating \( F(x) \). Their method is also based on the empirical distribution of the pooled data as Chen (2001). In fact, when \( k \geq 3 \), we always have \( V_W < V_C \). Table 1 shows the relative efficiency of \( V_C \) and \( V_W \) with respect to the simple random sampling (SRS) for \( k = 3, 4, \ldots, 20 \) and \( p = 0.01, 0.05, 0.1, 0.25 \) and 0.5. Interestingly, the efficiency gain in general increase in \( k \) and as well as \( p \). The gain over the SRS is quite substantial. The new estimator always outperforms \( \xi_C \) slightly.

3 Optimal Sampling Scheme

We have considered quantile estimation for RSS data. We now consider the design problem – how to choose \( (q_j) \) values so that the asymptotic variance of the estimator is minimized. The following Theorem shows how to choose the design sequence \( (\xi_j) \) to minimize \( V_W \). We state our conclusion in the following theorem.

Theorem 2. There exists an integer \( \tau \), between 1 and \( k \) so that the minimum asymptotic variance of \( \hat{\xi}_W \) is achieved by letting \( q_j = 1 \) for \( j = \tau \)
Table 1. Comparison of the asymptotical relative efficiency (to the simple random sampling) of the quantile estimator by Chen (2001) (\(\hat{\xi}_C\)) and the new estimator (\(\hat{\xi}_W\)) at different probability values (\(p\)) for balanced designs. These results are independent of the distribution of observations.

<table>
<thead>
<tr>
<th>k</th>
<th>(p = 0.25)</th>
<th>(p = 0.25)</th>
<th>(p = 0.25)</th>
<th>(p = 0.25)</th>
<th>(p = 0.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\hat{\xi}_C)</td>
<td>(\hat{\xi}_W)</td>
<td>(\hat{\xi}_C)</td>
<td>(\hat{\xi}_W)</td>
<td>(\hat{\xi}_C)</td>
</tr>
<tr>
<td>3</td>
<td>1.020</td>
<td>1.029</td>
<td>1.099</td>
<td>1.135</td>
<td>1.196</td>
</tr>
<tr>
<td>4</td>
<td>1.030</td>
<td>1.044</td>
<td>1.149</td>
<td>1.197</td>
<td>1.290</td>
</tr>
<tr>
<td>5</td>
<td>1.040</td>
<td>1.058</td>
<td>1.198</td>
<td>1.256</td>
<td>1.382</td>
</tr>
<tr>
<td>6</td>
<td>1.050</td>
<td>1.072</td>
<td>1.246</td>
<td>1.312</td>
<td>1.471</td>
</tr>
<tr>
<td>7</td>
<td>1.060</td>
<td>1.086</td>
<td>1.294</td>
<td>1.367</td>
<td>1.557</td>
</tr>
<tr>
<td>8</td>
<td>1.070</td>
<td>1.099</td>
<td>1.341</td>
<td>1.419</td>
<td>1.639</td>
</tr>
<tr>
<td>9</td>
<td>1.080</td>
<td>1.113</td>
<td>1.387</td>
<td>1.470</td>
<td>1.706</td>
</tr>
<tr>
<td>10</td>
<td>1.090</td>
<td>1.126</td>
<td>1.433</td>
<td>1.519</td>
<td>1.796</td>
</tr>
<tr>
<td>11</td>
<td>1.100</td>
<td>1.139</td>
<td>1.478</td>
<td>1.566</td>
<td>1.871</td>
</tr>
<tr>
<td>12</td>
<td>1.110</td>
<td>1.152</td>
<td>1.523</td>
<td>1.613</td>
<td>1.943</td>
</tr>
<tr>
<td>13</td>
<td>1.120</td>
<td>1.165</td>
<td>1.566</td>
<td>1.658</td>
<td>2.013</td>
</tr>
<tr>
<td>14</td>
<td>1.130</td>
<td>1.178</td>
<td>1.609</td>
<td>1.702</td>
<td>2.081</td>
</tr>
<tr>
<td>15</td>
<td>1.139</td>
<td>1.191</td>
<td>1.652</td>
<td>1.746</td>
<td>2.147</td>
</tr>
<tr>
<td>17</td>
<td>1.159</td>
<td>1.216</td>
<td>1.734</td>
<td>1.829</td>
<td>2.273</td>
</tr>
<tr>
<td>18</td>
<td>1.169</td>
<td>1.228</td>
<td>1.774</td>
<td>1.870</td>
<td>2.334</td>
</tr>
<tr>
<td>20</td>
<td>1.189</td>
<td>1.252</td>
<td>1.853</td>
<td>1.949</td>
<td>2.451</td>
</tr>
</tbody>
</table>

and 0 otherwise, i.e. selecting all the samples with rank \(\tau\) from each ranked set. In particular, for median estimation, we have \(\tau = \frac{k+1}{2}\) if \(k\) is odd, and \(\tau\) can take either \(\frac{k}{2}\) or \(\frac{k}{2} + 1\) if \(k\) is even.

**Proof.** For convenience, define
\[
d_j = \frac{g^2(p; j, k + 1 - j)}{G(p; j, k + 1 - j)(1 - G(p; j, k + 1 - j))}.
\]

For any nonnegative sequence \((q_j)\) satisfying \(\sum_{j=1}^{k} q_j = 1\), we have
\[
V_C \geq V_W \geq \min_{1 \leq j \leq k} d_j^{-1} = d_{\tau}^{-1},
\]

where \(\tau = \arg\min_{1 \leq j \leq k} d_j^{-1}\). In the case of multiple \(j_s\) achieving the minimum, we will select the smallest among them for \(\tau\). Clearly, when \(q_j = 1\) for \(j = \tau\) and 0 for \(j \neq \tau\), we have \(V_C = V_W = d_{\tau}^{-1}\), achieving the minimum asymptotic variance. This completes the first part of the Theorem.
For median estimation ($p = 0.5$), we now show that the optimal $\tau$ is the median rank. Define $\tau$ as $(k + 1)/2$ if $k$ is odd and $k/2$ (or $k/2 + 1$) if $k$ is even. It suffices to show that, for any $j$ between 1 and $k$, $d_j^{-1} \geq d_{\tau}^{-1}$, i.e.

$$
\frac{G(0.5; j, k+1-j)G(0.5; k + 1 - j, j)}{g_j^2} \geq \frac{G(0.5; \tau, k + 1 - \tau)G(0.5; k+1-\tau, \tau)}{g_{\tau}^2}.
$$

Since $g_j = g_{\tau}$ when $p = 0.5$, the above expression is equivalent to

$$
\int_0^{0.5} x^{j-1} (1-x)^{k-j} dx \int_0^{0.5} x^{k-j} (1-x)^{j-1} dx 
\geq \int_0^{0.5} x^{\tau-1} (1-x)^{k-\tau} dx \int_0^{0.5} x^{k-\tau} (1-x)^{\tau-1} dx.
$$

For odd $k$, we have by the Cauchy-Schwarz inequality,

$$
\int_0^{1/2} x^{j-1} (1-x)^{k-j} dx \int_0^{1/2} x^{k-j} (1-x)^{j-1} dx 
\geq \left\{ \int_0^{1/2} x^{(k-1)/2} (1-x)^{(k-1)/2} dx \right\}^2,
$$

and equality holds when $j = (k + 1)/2 = \tau$. For even $k$, $\tau = k/2$, define $p = 2 - 1/(\tau - j + 1)$ and $q = 2 + 1/(\tau - j)$ satisfying $1/p + 1/q = 1$. Applying the Holder inequality, we have

$$
\int_0^{1/2} x^{\tau-1} (1-x)^{\tau} dx 
= \int_0^{1/2} x^{j-1} (1-x)^{k-j} \{x^{k-j} (1-x)^{j-1}\}^{1/p} dx 
= \left\{ \int_0^{1/2} x^{j-1} (1-x)^{k-j} dx \right\}^{1/p} \left\{ \int_0^{1/2} x^{k-j} (1-x)^{j-1} dx \right\}^{1/q}.
$$

Similarly, we have

$$
\int_0^{1/2} x^{\tau} (1-x)^{\tau-1} dx 
= \int_0^{1/2} \{x^{j-1} (1-x)^{k-j}\}^{1/q} \{x^{k-j} (1-x)^{j-1}\}^{1/p} dx 
\leq \left\{ \int_0^{1/2} x^{j-1} (1-x)^{k-j} dx \right\}^{1/q} \left\{ \int_0^{1/2} x^{k-j} (1-x)^{j-1} dx \right\}^{1/p}.
We therefore have for an even $k$,
\[
\int_0^{1/2} x^{\tau-1}(1-x)^\tau dx \int_0^{1/2} x^\tau(1-x)^{\tau-1} dx \\
\leq \int_0^{1/2} x^{j-1}(1-x)^{k-j} dx \int_0^{1/2} x^{k-j}(1-x)^{j-1} dx,
\]
and the equality clearly holds when $j = \tau$. When selecting only the median observations, i.e. $q_\tau = 1$ and $q_j = 0$ for all $j \neq \tau$, the minimum variance of $\hat{\xi}_W$ is achieved. Note that because $V_C \geq V_W$, selecting the medians will also achieve the minimum variance of $\hat{\xi}_W$ as well as for $\hat{\xi}_C$. Chen (2001) concluded that the optimal $q$ will have at most two non-zero components. Our Theorem 2 here implies that the optimal $q$ for $\hat{\xi}_C$ can only consist of one non-zero component, namely, $q_\tau = 1$. Our analytic results are also supported by the numerical findings in Chen (2001). When only one rank is used, observations will consist of i.i.d. samples from the distribution $F_\tau(x)$.

The two estimators $\hat{\xi}_W$ and $\hat{\xi}_C$ will coincide when a single rank is used. The relative efficiency with respect to the simple random sampling can be found in Chen (2001). Because our new estimator is more efficient than $\hat{\xi}_C$, the design using a single rank $\tau$ is therefore also an optimal design for the approach of Chen (2001).

For median estimation, according to Theorem 2, selecting the medians from each ranked set is optimal. Note that the optimal $q$ may not be unique. For example, when $k$ is even, any allocation sequence $(q_j)$ satisfying $q_\tau + q_{\tau+1} = 1$ will also be optimal.

The proposed approach is also applicable to estimation of multiple quantiles. If $\hat{\xi}_{[j]}$ is a vector estimator for the quantiles $(p_1, p_2, \ldots, p_s)$ based on $F_{[j]}$, and $w_j^{-1} = \text{var}\{\hat{\xi}_{[j]}\}$. The expression given by (2.3) is still applicable to obtain the combined estimator $\hat{\xi}_W$. Intuitively, this estimator should always be more efficient than $\hat{\xi}_C$. An analytic proof is still not available. Also the optimal sampling scheme will involve multiple ranks instead of one, and we will have to rely on numerical approach to find the solution.

4 Discussion

A very related problem to quantile estimation is estimation of distribution functions. Stokes and Sager (1988) showed that the RSS can substantially improve the efficiency in estimating $F(x)$ (for a given $x$). An analogue of the weighted quantile estimator may be developed for this problem.
For each $j$, if $q_j > 0$, (2.1) implies that we can obtain a consistent estimator of $F(x)$ from observations with rank $j$ as,

$$
\hat{F}_j^*(x) = H(\tilde{F}_{[j]}(x); j, k + 1 - j),
$$

in which $H$ is the quantile function for the Beta distribution $G(., j, k + 1 - j)$ and $\tilde{F}_{[j]}(x)$ is the empirical distribution of $F_{[j]}$ using data with rank $j$. We may weight $\hat{F}_j^*(x)$ by the inverse of its asymptotic variance to obtain a pooled estimator for $F(x)$. It can be shown that the optimal allocation sequence is to select observations with rank $j$ so that $j/(k + 1) \approx F(x)$. However, to apply this design, one need to have some priori knowledge on $F(x)$. If we are interested in estimating the function curve $F(x)$ instead of at a given $x$, the balanced design would be a reasonable choice. Further research in this direction may be carried out to evaluate its performance and compare with the nonparametric maximum likelihood estimator by Kvam and Samaniego (1994).

We have focused on quantile estimation and proposed a new estimator for the $p$th quantile which is shown to be more efficient asymptotically when ranking is perfect. It would be interesting to see how these estimators perform in practice when ranking is imperfect. If the probability distribution of ranking can be specified we can also obtain a consistent estimator and its standard error (Chen 2001). A modified estimator similar to $\hat{q}_W$ can also be constructed. However, the efficiency gain will deteriorate as ranking is prone to error. Therefore, further improvement in efficiency may be of little practical value especially when ranking is not so accurate. Also when ranking is imperfect, the optimal scheme is sensitive to the assumed probabilities of ranking errors and it also depends on distribution of ranking errors (Chen, 2001). These are the major disadvantages of the RSS method for quantile estimation. However, imperfect ranking is the norm in practice. It is therefore of great importance to carry out further research to better understand the implications of imperfect ranking.

Selective designs have been considered by a few authors in their numerical studies (see Muttlak, 2001; Öztürk and Wolfe, 2000a, 2000b; Chen 2001). However, no analytical results are available in the literature. Our results on the optimal allocation sequence provide a theoretical justification in using selective designs for quantile estimation. This should be of theoretical significance as well as of practical importance.
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